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ABSTRACT

Studies of non-native speech sound learning report considerable individual variability in learning
new sounds and retaining them in memory. The current study tested whether individual variation
in brain structure (measured using MRI) accounts for differences in learning or retention of non-
native speech sounds. Fifty-seven participants were tested on identification and discrimination
of difficult non-native speech sounds in the evening before training, after training, and tested
again the next morning. Surface area and volume of the left superior temporal gyrus positively
predicted discrimination learning, whereas surface area of the left transverse temporal gyrus
negatively predicted overnight improvement of identification. Hippocampal volume as well as
gyrification of bilateral transverse temporal gyri positively predicted overnight improvement of
discrimination. Findings suggest that individual differences in non-native speech sound
learning can be traced to differences in brain structure supporting perception, while differences
in retention are linked to the structure of hippocampal regions important for memory
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consolidation.

Learning a second language in adulthood can be a
challenging process, and individuals vary substantially
in their ultimate success (e.g. Bradlow et al, 1999;
Flege et al., 1995; Flege et al., 1999). Much of the varia-
bility in second language learning can be attributed to
factors that are fairly easily observed, such as age of
acquisition, time spent in a country or relative time
spent using the second language, or motivation to
improve proficiency (see Flege et al, 1995, 1999;
Piske et al., 2001). After some time spent learning a
second language, many adult learners achieve at
least moderate success in some domains of language
acquisition, such as syntax or word learning (e.g.
Flege et al, 1999; Granena & Long, 2013). However,
a common but perplexing finding persists in this
literature: Adult learners exhibit a wide range of varia-
bility in their ability to learn to perceive and produce
the speech sounds of a second language (e.g.
Bradlow et al., 1999; Lim & Holt, 2011; Myers &
Swan, 2012; Yi et al., 2016). In fact, substantial individ-
ual variability can be found in almost all published
studies on non-native speech sound learning, but as
a field, we still have an incomplete picture of where
these differences come from.

Individual differences in non-native speech
sound learning

Many studies have found that both naive listeners and
experienced second-language learners vary in how
well they can perceive or produce speech sounds in a
second language. For example, early studies that
trained experienced second-language learners to
improve their perception and production found a wide
range of scores in both learning (e.g. Bradlow et al.,
1997) and long-term retention (Bradlow et al., 1999).
Studies of naive listeners have similarly found a great
deal of individual variability in learning a non-native
speech sound contrast using a variety of training para-
digms. For instance, individual variability has been
observed in studies using high-variability training, in
which participants hear speech sounds spoken by
several talkers during training (Perrachione et al., 2011;
Sadakata & McQueen, 2014), in that pre-training apti-
tude predicts whether learners benefit from this type
of training. Variability among participants has also
been observed from study designs using implicit or inci-
dental learning paradigms (Lim & Holt, 2011; Luthra
et al,, 2019), perceptual fading (Myers & Swan, 2012),
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or explicit identification training (Earle et al., 2017; Earle
& Arthur, 2017; Fuhrmeister & Myers, 2020). Thus,
findings of substantial individual differences in non-
native speech sound learning are robust and are found
in naive listeners as well as experienced learners, and
in multiple training paradigms.

Several studies have sought to elucidate the sources
of individual variability in non-native speech sound
learning, especially by relating individual differences in
brain structure to behaviour. Individual differences in
behaviour must originate somewhere, and individual
variability in brain structure is a logical place to look
for factors that could explain these differences. Finding
which brain structures predict non-native category learn-
ing may give us clues as to what mechanism underlies
individual differences in behaviour (in this case, non-
native speech sound learning abilities).

Some recent work, however, suggests that learners
do not only vary in their ability to learn non-native
speech sounds, but they also vary in how well they
retain what they learn after a delay or period of offline
consolidation (e.g. Earle et al., 2017; Fuhrmeister &
Myers, 2020). For instance, even two learners who
show similar performance on a speech perception task
before training (i.e. a pretest/baseline measure) may
show very different patterns of learning and retention
of the sounds over time (Earle et al., 2017; Fuhrmeister
& Myers, 2020). One recent study suggests that individ-
ual differences in sleep duration may be one variable
that predicts overnight improvement on non-native
speech sound learning tasks. Specifically, Earle et al.
(2017) found that total sleep duration predicted over-
night gains on a non-native discrimination task and dur-
ation of slow wave sleep predicted overnight gains in
identification performance. Therefore, the individual
variability seen in overnight improvement in non-
native speech sound learning studies may at least par-
tially be explained by sleep duration. An open question,
however, is whether individual variation in brain struc-
ture also predicts retention of newly learned non-
native speech sounds.

Functional and anatomical correlates of non-
native speech sound learning

Converging evidence from several structural and func-
tional MRI studies suggests that individual variability in
brain structure or amount of activation in response to
non-native speech sounds predicts individual differ-
ences in non-native speech sound learning. Less is
known about whether these relationships hold for reten-
tion. To make predictions for retention, we draw on the
structural and functional MRI literature from non-native

speech sound learning, as well as the memory consolida-
tion literature.

Several studies of brain structure have found that
variation in regions specialised for both speech and
general auditory processing, especially temporal and
parietal regions, is related to non-native speech sound
learning. For example, Golestani et al. (2006) found
that white matter density in the transverse temporal
gyrus was greater for faster vs. slower learners of the
Hindi dental/retroflex contrast. Wong et al. (2008)
found that grey matter density was greater in the trans-
verse temporal gyrus in more successful learners of a
non-native tonal contrast. Early auditory/sensory areas
such as the transverse temporal gyrus typically process
fine-grained acoustic details of a stimulus (e.g. Binder
et al., 2000; Okada et al, 2010), and these findings
suggest that individual variability in non-native speech
sound learning may in part be explained by an individ-
ual’s auditory acuity or the ability to attend to subtle
acoustic details in the speech stream. An earlier study
by Golestani et al. (2002) found greater white matter
density in a region anterior to the parieto-occipital
sulcus in faster learners than in slower learners of the
Hindi dental/retroflex contrast. Complementing struc-
tural studies, Golestani and Zatorre (2004) found that
functional activation in the bilateral angular gyri pre-
dicted individual differences in non-native speech
sound learning. Thus, structure or function of temporal
and parietal areas seem to predict individual differences
in learning of non-native speech sounds, and we expect
they may be related to retention of new sounds as well.

Other studies have found anatomical variation in
frontal regions that predicts non-native speech percep-
tion or learning. Sebastian-Gallés et al. (2012) found
differences between good and poor perceivers of
native and non-native vowels in a region encompassing
the right insula and frontal operculum in bilingual par-
ticipants. Specifically, poor perceivers had more white
matter density in this region, which the authors inter-
preted as possibly resulting from the use of compensa-
tory strategies in speech perception (i.e. greater
reliance on frontal regions as opposed to sensory areas
in temporal regions). Rodriguez et al. (2018) found some-
what similar results, namely that cortical thickness of the
left insula predicted non-native speech sound learning
in bilinguals, though this pattern did not hold for mono-
linguals. Golestani et al. (2011) found that the volume of
the pars opercularis region of the inferior frontal gyrus
predicted years of phonetic training in a group of
expert phoneticians. Though these findings do not
specifically relate to non-native speech sound learning,
they suggest that the pars opercularis subregion of the
inferior frontal gyrus is related to phonetic expertise,



and it is logical to suppose that phonetic expertise may
aid in non-native speech sound learning. In an fMRI
study of non-native phonetic learning, Golestani and
Zatorre (2004) found that activation in frontal regions
including the left inferior frontal gyrus was related to
learning of a non-native speech sound contrast. Based
on these findings, we predict that anatomical variability
in frontal regions such as the pars opercularis may
predict non-native speech sound learning or retention.

Memory consolidation of non-native speech
sounds

In many studies of non-native speech sound learning, par-
ticipants complete several training sessions (e.g. Golestani
et al., 2002; Golestani & Zatorre, 2004; Wong et al., 2008).
Therefore, any study that involves outcomes after multiple
days/sessions of training likely collapses across learning
and retention. Because of this, we predict that the
relationships between structural variation in frontal and
temporal regions and non-native speech sound learning
described in the previous section will also predict a partici-
pant’s retention of the sounds. However, in the current
study, we collected behavioural measures of non-native
speech sound learning before and after a period of
offline consolidation (an overnight interval containing
sleep). This design allows us to test whether structural
variation in these regions predicts learning or retention
separately. It also allows us to test a new question,
namely, whether hippocampal volume predicts improve-
ment on the non-native speech tasks after a period of
sleep at the individual level (see Earle & Myers, 2014, for
a review on the contributions of sleep to non-native
speech sound learning). The hippocampus has been
found to play a role in sleep-related consolidation of
newly formed memory traces (Davis et al., 2009; Davis &
Gaskell, 2009; McClelland et al., 1995), and an open ques-
tion is whether hippocampal volume predicts individual
differences in improvement on a non-native speech
sound learning task after a period of offline consolidation.
Such a finding would highlight the importance of domain-
general memory consolidation processes for explaining
individual differences in speech sound learning.

Morphological variability of the transverse
temporal gyrus

The size and gyrification patterns (the folding patterns of
the cerebral cortex) of the transverse temporal gyrus (or
Heschl’s gyrus) vary among individuals. Common mor-
phological variations include split, duplicate, and some-
times even multiple transverse temporal gyri (Marie
et al, 2016). A large-scale study with over 200 right-
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handed participants found that approximately 64% of
the sample had split or duplicate Heschl’s gyri in either
the right or left hemisphere (Marie et al.,, 2016). The
transverse temporal gyrus is of interest to speech
research because it contains primary auditory cortex.
Indeed, several studies have found that variation in gyr-
ification patterns in the transverse temporal gyri predict
non-native speech sound learning (Golestani et al.,
2006), musical ability (Turker et al., 2017), and phonetic
expertise (Golestani et al., 2011). Golestani et al. (2006)
found that faster learners of a challenging non-native
phonetic contrast were more likely to have multiple or
split transverse temporal gyri in the left hemisphere.
Turker et al. (2017) obtained similar findings: Participants
who scored higher on a Hindi speech sound imitation task
were more likely to have multiple or split transverse tem-
poral gyri, but in the right hemisphere. Paradoxically, split
or duplicate transverse temporal gyri have been linked to
both phonological deficits (Leonard et al., 2001) and pho-
netic expertise (Golestani et al, 2011). Leonard et al.
(2001) found that individuals with dyslexia who exhibited
a phonological deficit were more likely to have multiple
or split Heschl's gyri compared to a group of typical
readers. However, Golestani et al. (2011) found that a
group of expert phoneticians had more occurrences of
multiple or split Heschl's gyri compared to a group of con-
trols with a comparable education background. Findings
from these two studies are difficult to reconcile, but
neither study had a large sample size. For instance, the
study by Leonard et al. (2001) had only 11 participants
in the group with phonological dyslexia, and the study
by Golestani et al. (2011) only had 17 in their group of
expert phoneticians. Low-powered studies due to small
sample sizes can result in overestimates of effects or
even effects that have the wrong sign (Gelman & Carlin,
2014). Therefore, it is not surprising that we see conflict-
ing evidence in the MRI literature, where many studies
suffer from small sample sizes (see Button et al., 2013,
for review). In addition, the criteria for phonological dys-
lexia in the study by Leonard et al. (2001) was determined
by a pseudoword decoding task. It is possible that this
skill is different from skills that the group of phoneticians
in the Golestani study had acquired from their phonetic
training. Another possibility is that people with phonolo-
gical dyslexia are actually adept at distinguishing subtle
differences in speech sounds, and this ability to detect
subtle differences in sound is related to gyrification pat-
terns in primary auditory areas. This would be consistent
with Serniclaes’ theory of allophonic perception in dys-
lexia (Serniclaes et al., 2004), which posits that people
with dyslexia often perceive allophonic variants of
speech categories as separate sounds, which makes it
difficult to map the sounds to a common grapheme.
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Overall, we lack the evidence to conclude whether
multiple or split transverse temporal gyri are predictive
of disordered phonological processing or phonological
expertise, or whether these relationships are reflective
of different skills. On the whole, it seems that individuals
who have more occurrences of multiple or split trans-
verse temporal gyri are better at detecting subtle differ-
ences in sounds, whether those sounds are non-native
speech sounds or native-language speech sounds.
Because gyrification patterns are established very early
in development (Rakic, 2000; White et al., 2010), this
may suggest that some individuals have a predisposition
for attending to subtle differences in sound. Based on
these studies, we predict that listeners who have more
gyrified transverse temporal gyri will show more learn-
ing of a non-native speech sound contrast. We also
extend this prediction to overnight improvement, as
Fuhrmeister and Myers (2020) found that more accurate
pre-training discrimination of non-native speech sounds
positively predicted overnight improvement on a dis-
crimination task.

Current study

In the current study, we aim to extend previous findings
on the structural neural correlates of non-native speech
sound learning to predict individual differences in both
learning and retention (or consolidation) of non-native
speech sounds. To test this, we trained participants to
learn the voiced dental and retroflex stop consonants
found in Hindi and measured their baseline discrimi-
nation ability (pretest), immediate learning, and retention
after an overnight delay of approximately 12 h. Sleep dur-
ation was measured, and brain structure was measured
using MRI. Based on the previous studies reviewed
above, we predicted that individual variation in brain
structure in typical speech regions (both frontal and
temporo-parietal regions) would predict non-native
speech sound learning. In our own work, we have
found that a measure of baseline discrimination of non-
native speech sounds predicts learning and retention of
the sounds (i.e. naive perception, learning, and retention
seem to be related, Fuhrmeister & Myers, 2020); therefore,
we predict that measurements of brain structure from
typical language regions will similarly predict retention
of the sounds after a delay. Borrowing from the
memory consolidation literature, we predict that hippo-
campal volume will predict retention after a period of
offline consolidation. A finding that structural variation
in typical language regions predicts retention would
suggest that individual differences in speech perception
or language ability contribute to both learning and reten-
tion of non-native speech sounds. In contrast, a

relationship between hippocampal volume and retention
may imply that individual differences in memory consoli-
dation processes drive differences in retention of speech
sounds. If we find that both structural variation in
language regions and hippocampal volume predict reten-
tion, this might suggest that individual differences in per-
ceptual and memory processes work in tandem to
enhance (or perhaps contribute to different aspects of)
developing memory representations of speech sounds.

Method
Participants

Fifty-eight monolingual, native speakers of English (43
female, 15 male; ages 18-40, mean age =23.32, SD=
4.67) were recruited from the University of Connecticut
community by means of flyers posted in university build-
ings and advertisements in the daily email announce-
ments for students, faculty, and staff. Data from one
participant was excluded from all analyses due to an
equipment error. One participant’s data was excluded
from the MRI analyses because the participant did not
complete that session of the experiment. Data from
the remaining participants are reported below (behav-
ioural analyses, N = 57; MRl analyses, N = 56). Participants
reported having no history of speech or language dis-
orders and typical hearing. We additionally administered
a pure tone audiometric hearing screening at 25 dB HL
for frequencies of 500, 1000, 2000, and 4000 Hz in a
quiet room with an Earscan 3 Audiometer (Micro Audio-
metrics Corp, Murphy, North Carolina). All participants
passed the hearing screening at all tested frequency
levels, with the exception of one participant whose
data was lost due to experimenter error. This participant
did not show any abnormal patterns of speech sound
learning or retention and is included in the analyses.
All participants indicated that they were right-handed
via self-report, and they had either at least a bachelor’s
degree or were undergraduate students at the time of
the study. No participants reported substantial experi-
ence with a second language; only nine participants
reported exposure to either French or Spanish in
school before the age of thirteen. We obtained informed
consent from participants, following the guidelines of
the University of Connecticut Institutional Review
Board. Participants were compensated $10 per hour
for behavioural tasks and $30 per hour for the MRI.

Stimuli and materials

To assess non-native speech sound learning, participants
were trained on the voiced dental (/d/) and retroflex (/d/)



stop consonants found in Hindi (a difficult phonetic con-
trast for native English speakers to learn, e.g. Best et al.,
2001). These stimuli were recorded in a sound-attenu-
ated booth by a female, native speaker of Hindi at the
University of Connecticut in the Brain Imaging Research
Center. Five recordings of each minimal pair nonword
(/dug/ and /qug/) were obtained. Stimuli were scaled
to a mean amplitude of 65 dB SPL using Praat
(Boersma & Weenink, 2013). All auditory stimuli were
presented using over-ear headphones (SONY MDR-
7506, New York) at a comfortable listening level that par-
ticipants could adjust themselves. Visual stimuli con-
sisted of “Fribbles”, (novel objects that participants
should have no familiarity with, stimulus images cour-
tesy of Michael J. Tarr, Center for the Neural Basis of Cog-
nition and Department of Psychology, Carnegie Mellon
University, http://www.tarrlab.org/). The experiment
was presented using OpenSesame experimental soft-
ware (Mathét et al., 2012) on a desktop computer.

Procedure

Participants made a total of three visits to the lab: two
behavioural sessions and one MRI session. The behav-
ioural sessions were completed on two consecutive
days. The first session took place between the hours of
5 and 9 PM, and the second session took place
between 8 and 10 AM (see Figure 1). Two recent
studies on the effects of sleep-mediated consolidation
on non-native speech sound learning have found more
improvement on behavioural tasks following an interval
of sleep when the initial learning session took place in
the evening, rather than the morning hours (Earle &
Myers, 2015; Qin & Zhang, 20192019). We therefore
chose to train all participants in the evening hours to
give participants a better opportunity to show consoli-
dation-based improvements. In the first session, partici-
pants gave informed consent, then completed a pretest
to assess their discrimination ability for the sounds, a
phonetic training task to learn the Hindi sounds, and
two posttests to assess their identification and discrimi-
nation of the sounds (see Figure 1). Sleep duration was
also measured between the two behavioural sessions
via an Actigraph GT3XP-BTLE wristwatch device (Acti-
Graph LLC, Pensacola, FL, USA). In the second session,
participants self-reported their total sleep duration to
check against the ActiGraph data and were reassessed
on their identification and discrimination of the Hindi
sounds to measure retention. This data set is part of a
larger study, for which we also collected data to
measure perception of native-language speech sounds,
working memory, and phonological skills; these data
are not reported here. The MRI session could take
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place at any time (before or after the behavioural ses-
sions), as brain structure does not change rapidly as a
result of phonetic training (see Golestani, 2014, for
review). Structural MRl images were acquired from a 3-
T Siemens Prisma with a 64-channel head coil. T1-
weighted images were acquired sagitally using an
MPRAGE sequence (TR=2300 ms, TE=2.98 ms, FOV =
256 mm, flip angle=9 degrees, voxel size=1Xx1x1
mm?3). Diffusion weighted images and magnetic reson-
ance spectroscopy data were also collected but are not
reported here.

Non-native speech sound learning tasks

AX discrimination

In order to assess pre- and post-training perceptual sen-
sitivity to the Hindi sounds, participants completed an
AX discrimination task. In this task, two of the minimal
pair nonwords were presented auditorily (e.g. /dug/
.../dug/), and participants indicated whether they
thought the words sounded the same or different. Par-
ticipants completed 64 trials total with no feedback.
For half of the trials, the initial speech sounds of each
nonword came from the same speech category but
were acoustically distinct recordings to discourage par-
ticipants from using low-level details of the acoustic
signal to differentiate the sounds. Among the same
trials, half of those consisted of two exemplars of the
dental category, and half of the retroflex category. For
the different trials, the onset speech sounds were from
two different categories, and on half of these trials, the
dental token was presented first, and for the other
half, the retroflex was presented first.

Identification training and test

Immediately following the baseline AX discrimination
measure, participants were familiarised with the non-
words that correspond to each novel visual stimulus.
After that, participants completed 400 training trials
with a two-minute break after the first 200 trials. On
each training trial, participants saw two novel visual
images on the screen and heard one word beginning
with either the dental or retroflex sound. Minimal feed-
back was provided visually (e.g. “Correct!” or “Incorrect”).
Identification tests consisted of 50 trials identical to
training, except feedback was not provided.

Analysis approach

Non-native speech sound learning tasks

For data from the discrimination tasks, d prime (d’)
scores were calculated [z(hits)-z(false alarms)] to
account for response bias (Macmillan & Creelman,


http://www.tarrlab.org/

6 P. FUHRMEISTER AND E. B. MYERS

Pretest: . Posttest: Posttest:
N el Non-native Non-native Non-native MRI
discrimination training identification & identification &
discrimination discrimination
Day 1: 5-9PM Day 2: 8-10AM Day 3: anytime

Figure 1. Experiment procedure and schedule of tasks.

2004). For identification assessments without feedback,
we occasionally see that participants confuse the cat-
egory labels even though they can differentiate the
sounds, and this results in accuracy scores less than
what would be expected by chance performance. We
calculated below-chance performance using a binomial
test, which for our data resulted in a threshold of less
than 38% accuracy (p <.05). This threshold was applied
to all subjects, such that trial-level data for participants
whose total accuracy scores at either time point were
less than 38% were recoded to reflect the label switching
(i.e. 0 was recoded as 1 and 1 was recoded as 0). This
affected four participants’ data on the next-day posttest
(no participants switched the labels at the immediate
posttest). To test whether participants improved over
time on the non-native learning tasks, we used mixed
effects linear regression models' to predict discrimi-
nation performance (d’ scores) and mixed effects logistic
regression models to predict identification accuracy (0 or
1) using the Ime4 package (Bates et al., 2015) in R (R Core
Team, 2020). Since we averaged over trials in the dis-
crimination data (d" scores), we did not have enough
data to estimate random slopes; therefore, we only
included random intercepts for participant. In linear
mixed effects models, p-values were estimated with
the Satterthwaite method using the afex package (Sing-
mann et al,, 2019). To determine the random effects
structure of the model of identification data (where we
had trial-level data), we used a backwards stepping pro-
cedure as in Matuschek et al. (2017). For any model con-
vergence issues, we used the glmerControl optimiser
“bobyqa” to increase iterations to 200,000. All raw data
and analysis scripts for behavioural analyses are publicly
available at https://osf.io/vbtxd/.

MRI data

Structural MRI data were preprocessed with FreeSurfer’s
automated preprocessing pipeline (Dale et al., 1999;
Fischl, 2012). FreeSurfer enables surfaced-based analyses
of brain structure by reconstructing MRI images into a
two-dimensional surface map consisting of a triangle
mesh containing information at each vertex. The pial
surface (boundary between grey matter and cerebral
spinal fluid) and white matter surface (boundary

between white matter and grey matter) are estimated,
which enable precise calculations of surface area, corti-
cal thickness (distance between the pial and white
matter surfaces), and volume (surface area multiplied
by cortical thickness). Surface-based analyses have
advantages over voxel-based morphometry because
they allow analysis of several different structural
metrics, such as surface area, cortical thickness, volume
(which is the product of surface area and cortical thick-
ness), curvature, and gyrification. There is evidence
that cortical thickness and surface area result from
different genetic processes (Wierenga et al, 2014;
Winkler et al., 2010), so considering these metrics separ-
ately will give us more information about possible
genetic differences that underlie non-native speech
sound learning. In the present study, we are interested
in measures of surface area and cortical thickness in
order to expand on previous findings, specifically, to
test whether volumetric relationships with non-native
speech sound learning stem from thickness or surface
area. To compare our results with previous studies that
have used voxel-based approaches, we also included
measures of volume in our analyses.

Whole-brain exploratory analyses

We first did a whole-brain analysis in addition to planned
region of interest analyses to explore whether non-
native speech sound learning is predicted by clusters
of surface area, cortical thickness, or volume that do
not fall within our a priori defined regions of interest.
A whole-brain analysis identifies clusters of vertices of
structural metrics that differ as a function of group or
are correlated with a continuous measure, as was done
in the present study. To that end, we fit a series of gen-
eralised linear models using the mri_glmfit command in
Freesurfer. Separate analyses were carried out to test
relationships between behavioural measures of non-
native learning (difference score of immediate posttest
pretest) and retention (difference score of next-day
posttest — immediate posttest) and measures of
surface area, cortical thickness, and volume, and for
each hemisphere. Surfaces were smoothed with a Gaus-
sian kernel with a full-width/half-max of 10mm. We used
mri_glmfit-sim to implement a vertex-wise cluster
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forming threshold of .001 (Greve & Fischl, 2018) and a
cluster-wise p threshold of .05 using non-directional
tests. Bonferroni correction was applied to correct for
tests over two hemispheres.

Region of interest analyses
For region of interest analyses, each vertex of the cortical
surface is probabilistically assigned to a region according
to an atlas. Regions of interest for the current study were
selected from the Destrieux atlas in Freesurfer (Destrieux
et al., 2010). Based on previous literature, we identified
the following bilateral regions of interest for our ana-
lyses of non-native measures: the pars opercularis
region of the inferior frontal gyrus (Golestani & Zatorre,
2004; Lee et al.,, 2012; Myers, 2007; Myers et al., 2009),
the supramarginal gyrus (Golestani et al, 2002), the
angular gyrus (Golestani & Zatorre, 2004), the superior
temporal gyrus (Golestani & Zatorre, 2004; Myers,
2007), the transverse temporal gyrus (Golestani et al.,
2006, 2011; Turker et al., 2017; Wong et al.,, 2008).
Regions of interest can be found in Figure 2 and the
FreeSurfer labels for these regions can be found in
Table 1.2

To test whether structural measures of these regions
were related to non-native speech sound learning,
mixed effects models were fit to predict learning and
retention of non-native discrimination and identification
from structural metrics (surface area, cortical thickness,
and volume) of each region of interest. Unless
specified otherwise below, brain measures were mean-
centred and scaled using the scale function in R
(scaled and centred values were derived by subtracting
the mean of the vector and dividing by the standard
deviation). For each dependent variable (non-native

Figure 2. Regions of interest included in analyses: the pars oper-
cularis region of the inferior frontal gyrus, supramarginal gyrus,
angular gyrus, superior temporal gyrus, and transverse temporal
gyrus. All regions were tested bilaterally.
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identification and discrimination), we fit three separate
models (ROI predictors of surface area, cortical thickness,
and volume measurements); Bonferroni correction was
applied to p-values to correct for these three compari-
sons. To account for differences in head size, total intra-
cranial volume was added as a predictor to the models
using surface area and volume as predictors. Cortical
thickness is not as related to head size, so models
were fit with measures of thickness as predictors
without including total intracranial volume as a predic-
tor. Details of each model can be found in the results
section below.

We also tested whether hippocampal volume pre-
dicted overnight change in non-native discrimination
or identification, as sleep-mediated memory consolida-
tion may be beneficial for non-native speech sound
learning (see Earle & Myers, 2014, for review). Subcortical
structures require a volumetric segmentation procedure
(described in detail in Fischl et al., 2002), so in contrast to
cortical regions, we can only obtain volume measure-
ments for subcortical structures. Note that the hippo-
campus is not listed in Table 1 because the volume
measurements were derived from a different segmenta-
tion process, and these data were analysed separately
because we had specific a priori hypotheses about the
contributions of hippocampal volume to overnight
change in non-native speech sound learning tasks.
Total intracranial volume was included as a fixed effect
in this model to account for differences in head size.

Gyrification

We used Freesurfer to compute the local gyrification
index using the -localGl flag in recon -all. The local gyr-
ification index is the ratio of the pial surface to a
smoothed outer surface, and it is calculated at each
vertex of the two-dimensional cortical surface (Schaer
et al, 2012). The local gyrification index for a region of
interest is the mean of the local gyrification indices at
each vertex in each region of the cortical parcellation.
The local gyrification index provides us a continuous
measure of gyrification, which we chose to use to
increase statistical power, as opposed to manually iden-
tifying the number of gyri (e.g. Golestani et al., 2006,
2011; Turker et al., 2017; Wong et al., 2008). Based on

Table 1. Regions of interest and Freesurfer Destrieux atlas
labels. All regions were tested bilaterally.
Region of interest

Destrieux atlas label

Inferior frontal gyrus (pars opercularis region)
Supramarginal gyrus

Angular gyrus

Transverse temporal gyrus

Superior temporal gyrus

G_front_inf-Opercular
G_pariet_inf-Supramar
G_pariet_inf-Angular
G_temp_sup-G_T_transv
G_temp_sup-Lateral
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previous work, we were interested in testing whether
gyrification of the bilateral transverse temporal gyri pre-
dicts learning or retention of non-native speech sounds
(Golestani et al., 2006, 2011; Turker et al., 2017; Wong
et al, 2008). All data and analysis scripts for region of
interest and gyrification analyses are publicly available
at https://osf.io/vbtxd/.

Results
Non-native behavioural measures

Learning and retention of non-native speech

sounds

First, we examined non-native speech sound learning
and retention. Data from all 57 participants contributed
to these analyses.

Identification

We first tested whether participants improved after a
delay on the identification task (the trained task). The
model predicted accuracy (0 or 1 for each trial), and
time was included as a fixed effect (immediate posttest
or next-day posttest), which was deviation coded?
(immediate posttest =—.5, next-day posttest=.5). The
final model included random intercepts for participant.
The intercept of the model was significantly greater
than zero, 3=2.16 (95% Cl [1.81, 2.54]), SE=.18, z=
11.85, p<.001, indicating that participants identified
the sounds at above chance levels. There was no signifi-
cant difference in performance in the two time points, 8
=.05 (95% Cl [-.10, .21]), SE=.08, z=.71, p=.48,
suggesting that participants maintained training-
induced gains after the overnight interval, but did not
further improve overnight (see Figure 3A).

Discrimination

We next tested for changes in discrimination perform-
ance over time. Time (pretest, immediate posttest,
next-day posttest) was included as a fixed effect in the
model and was backwards difference coded using the
contr.sdif() function from the MASS package (Venables
& Ripley, 2002) to test the following contrasts: immedi-
ate posttest — pretest (improvement after training) and
next-day posttest — immediate posttest (overnight
improvement). The intercept of the model (the grand
mean) was significantly greater than zero, $=1.26
(95% CI [1.01, 1.52]), SE=.13,t=9.79, p < .001, indicating
that participants discriminated the sounds at above
chance levels. There was a significant difference
between pretest and the posttest immediately following
training, B=.72 (95% Cl [.51, .92]), SE=.11, t=6.79, p
<.001, suggesting participants improved their

discrimination as a result of training. However, the differ-
ence between the immediate posttest and the next-day
posttest did not reach significance, 8 =.18 (95% Cl [-.03,
.38]), SE=.11, t=1.69, p=.09, despite the numerical
increase between these two time points (see Figure
3B). This indicates that participants maintained train-
ing-induced gains, but did not improve further
overnight.

Sleep duration and overnight improvement

Although we did not see that participants as a group
improved on the non-native tasks after an interval of
sleep, we saw a large amount of individual variability
in overnight change (range in discrimination overnight
change in d’ scores: [—1.18, 1.74]). Therefore, we may
see that an individual’s sleep duration predicts overnight
change. Sleep duration was measured in the current
study with an Actigraph wristwatch device and we also
asked participants for a self-report of their sleep duration
to check the accuracy of the Actigraph data. Actigraph
devices measure total sleep duration only. In the study
by Earle et al. (2017), however, they measured sleep dur-
ation with a different device that measured individual
sleep stages. One participant’s sleep data was not
recorded due to experimenter error, so the remaining
56 participants were included in these analyses. Sleep
duration did not predict overnight change in either dis-
crimination or identification. Full details on the analyses
of sleep data can be found in supplementary materials.

MRI analyses

Whole brain analyses

To explore whether structural measurements (surface
area, cortical thickness, or volume) were related to learn-
ing or retention of non-native speech sounds, we con-
ducted a whole-brain analysis as described above that
tested relationships between brain structure and non-
native phonetic learning (immediate posttest — pretest)
and retention (next-day posttest — immediate posttest).
Anatomical regions for each cluster were determined
by the cortical parcellations from the Desikan-Killiany
atlas (Desikan et al., 2006). No clusters of surface area,
cortical thickness, or volume survived correction.

Region of interest analyses.

Identification

This model tested whether surface area, cortical thick-
ness, or volume of the regions of interest predicted
retention on the non-native identification task. Time
(immediate posttest, next-day posttest) was included
as a fixed factor (deviation coded as before). Structural
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Figure 3. A. Non-native identification performance at each time point. Participants maintained learning but did not significantly
improve after a period of offline consolidation. B. Non-native discrimination performance at each time point. Participants showed
a significant increase in discrimination performance after training, but they did not significantly improve after a period of offline con-

solidation. Error bars represent 95% confidence intervals.

metrics of each region of interest were also included as
predictors, as well as the interaction of time and the
structural measurements (Imer syntax: accuracy ~
time*(LIFG + RIFG + LAG + RAG + LSM + RSM + LSTG +
RSTG + LTTG + RTTG) + total intracranial volume).

The model predicting identification accuracy from
surface area of the regions of interest revealed an inter-
action between surface area of the left transverse tem-
poral gyrus and time, 8 =—-.28 (95% Cl [-.50, —.07]), SE
=.12, z=-2.62, p=.03 (see Figure 4A), suggesting
surface area of this region was inversely related to over-
night change on the identification task. No cortical thick-
ness or volume measurements of the regions of interest
predicted retention of the non-native speech sounds, as
measured by the identification task.

Discrimination

This analysis tested whether surface area, cortical thick-
ness, or volume of the pre-selected regions of interest
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predicted learning or retention on the non-native dis-
crimination task. Time (pretest, immediate posttest,
and next-day posttest) was included as a fixed effect
(backwards difference coded as before). Structural
metrics (surface area, cortical thickness, or volume) of
each region of interest were included as predictors, as
well as the interaction of time and the structural
measurements (Imer syntax: dprime ~ time*(LIFG+
RIFG + LAG + RAG + LSM + RSM + LSTG + RSTG + LTTG +

RTTG) + total intracranial volume).

Results revealed that surface area of the left superior
temporal gyrus interacted with the time points immedi-
ate posttest — pretest (i.e. predicted learning of the con-
trast), 8=.36 (95% CI [.11, .61]), SE=.14, t=2.58, p=.03,
as did volume of the left superior temporal gyrus, = .43
(95% CI [.18, .68]), SE=.14, t =3.05, p = .01, (see Figure 5).
This suggests that greater surface area and volume of
the left superior temporal gyrus predicted learning of
the contrast, as measured by the discrimination task.

Surface area of left transverse temporal gyrus (mm2)

Figure 4. A. Surface area of the left transverse temporal gyrus negatively predicted retention/improvement after a delay on the
identification task. Note that learning and retention scores are plotted as difference scores for ease of visualisation. B. Left transverse

temporal gyrus region of interest.
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Figure 5. A. Surface area and B. volume of the left superior temporal gyrus positively predicted learning on the discrimination

task. C. Left superior temporal gyrus region of interest.

No other significant effects or interactions were found,
and cortical thickness did not predict learning or over-
night change.

Hippocampal volume

Identification

This analysis tested whether hippocampal volume pre-
dicted overnight change on the identification task.
Fixed effects included time (deviation coded as
before), the interaction of hippocampal volume and
hemisphere (hemisphere was deviation coded: left=
—.5, right =.5), and their interactions, and total intracra-
nial volume was included as a fixed factor to account for
head size (glmer syntax: accuracy ~ time*(hemisphere:
hippocampal volume) + total intracranial volume). This
allowed us to estimate a main effect of time, and
simple effects of hippocampal volume on identification
scores at each time point in each hemisphere indepen-
dently without estimating a main effect for hemisphere
and removing the correlations between hippocampal
volume in each hemisphere. The random effects struc-
ture of the final model included by-participant random
intercepts and slopes for time with correlation par-
ameters set to zero. No significant predictors or inter-
actions were found.

Discrimination

This model tested whether hippocampal volume pre-
dicted overnight change on non-native discrimination
performance. Fixed effects included time (deviation
coded: immediate posttest=—.5, next-day posttest
=.5), the interaction of hemisphere and hippocampal
volume and their interactions (hemisphere was devi-
ation coded as before), and total intracranial volume to
account for head size (Imer syntax: dprime ~ time*
(hemisphere:hippocampal volume) + total intracranial
volume). There was a significant difference in the two

time points, 3=.17 (95% Cl [.10, .25]), SE=.04, t=4.27,
p <.001. Because hippocampal volume was mean-
centred, this suggests that individuals with average hip-
pocampal volume (at least average in this sample)
improved on the discrimination task after the overnight
interval. Hippocampal volume did not predict d’ scores;
however, there was an interaction between hippocam-
pal volume in the right hemisphere and time, §=.14
(95% CI [.03, .25]), SE=.06, t=2.43, p=.02. An effect in
the same direction was found for the left hemisphere,
but this interaction did not reach significance, §=.09
(95% Cl [-.02, .20]), SE=.06, t=1.52, p=.13. This
suggests the relationship between hippocampal
volume in the right hemisphere and d’ scores was stron-
ger at the next-day posttest than the immediate postt-
est. In other words, right hippocampal volume
positively predicted overnight improvement on the dis-
crimination task (see Figure 6).

Gyrification

The local gyrification index is a ratio with a minimum
value of one, so in order to make the intercept more
interpretable (i.e. interpret it as zero), we subtracted
one from each participant’s local gyrification index in
each hemisphere. Models testing the relationship
between gyrification of the transverse temporal gyri
and non-native speech sound learning behavioural
tasks are described below.

Identification

This analysis tested the relationship between gyrification
measures of the transverse temporal gyri and non-native
identification performance. Fixed factors included time
(deviation coded as before), the interaction of the local
gyrification index of the transverse temporal gyrus and
hemisphere (deviation coded as before), and their inter-
actions (accuracy ~ time*(hemisphere:local gyrification
index)). Random effects in the final model included by-
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Right hemisphere hippocampal volume (mma3),
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Figure 6. A. Volume of the right hippocampus positively predicts overnight change in discrimination performance. Note that over-
night change is plotted as a difference score for ease of visualisation, but the interaction between hippocampal volume and time point
was tested in the statistical model. B. Right hippocampus region of interest.

participant random intercepts and slopes for time with
correlations of random effects set to zero. The model
revealed no significant effects or interactions,
suggesting that gyrification of the transverse temporal
gyri was not a predictor of identification performance.

Discrimination

This model tested the relationship between gyrification
of the transverse temporal gyri and non-native discrimi-
nation. Fixed effects included time (backwards differ-
ence coded as before), the interaction of the local
gyrification index of the transverse temporal gyrus and
hemisphere (deviation coded as before), and their inter-
actions (dprime ~ time*(hemisphere:local gyrification
index)). We found a difference between the immediate
posttest and the next-day posttest, §=—-2.08 (95% Cl
[-3.73, —.43]), SE= .85, t = —2.45, p=.01. We additionally
found an interaction of the local gyrification index in the

left hemisphere and the difference between the immedi-
ate posttest and the next-day posttest, =.59 (95% Cl
[.16,1.01]), SE= .22, t = 2.66, p = .008; and the same inter-
action in the right hemisphere, =.58 (95% Cl [.16,
1.00]), SE = .22, t = 2.66, p = .008, suggesting that gyrifica-
tion in the bilateral transverse temporal gyri was posi-
tively related to overnight change in discrimination
performance (see Figure 7A). However, after visually
inspecting the data in Figure 7B, it looked as if the differ-
ence in slopes indicated by the interactions found in this
analysis were a result of the negative relationship
between gyrification and discrimination performance
at the immediate posttest going away at the next-day
posttest. We tested this by nesting the interaction
between the local gyrification index and hemisphere
within time to get simple effects of gyrification in each
hemisphere at each time point. This model showed no
significant relationships between gyrification and
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Figure 7. A. Local gyrification index of the bilateral transverse temporal gyri predicts overnight change in discrimination
performance. B. Relationship between the local gyrification index of the transverse temporal gyri and d’ scores at each time

point. C. Transverse temporal gyrus region of interest.
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discrimination performance at any time point; however,
the direction of the relationships between gyrification
and discrimination performance were negative at the
pretest and immediate posttest and close to zero at
the next-day posttest.

Discussion

In the current study, we tested whether individual varia-
bility in brain structure is related to behavioural perform-
ance on non-native speech sound learning tasks.
Previous studies have examined relationships between
brain structure and non-native speech sound learning,
and the goal of the current study was to test whether
individual differences in brain structure also predict
retention of non-native speech sounds after an interval
of sleep. In the present study, we used surface-based
analysis to derive structural measures of surface area,
cortical thickness, volume, and gyrification.

Structure of the left superior temporal gyrus
predicts non-native speech sound learning

In a region of interest analysis, we found that individual
differences in brain structure of areas related to speech
perception predicted non-native speech sound learning.
Specifically, we found that surface area and volume of
the left superior temporal gyrus interacted with time in
statistical models predicting discrimination scores,
suggesting that surface area and volume of this region
were more strongly related to discrimination scores
after training than before. We interpret this to mean
that surface area and volume of the left superior tem-
poral gyrus predicted learning of the non-native
speech sounds. The (left) superior temporal gyrus (or
adjacent regions in the superior temporal sulcus) is
often thought to underlie native speech category rep-
resentations (e.g. Chang et al., 2010; Myers, 2007), and
several fMRI studies have shown clusters of activation
in this region in response to learned speech categories.
For example, Desai et al. (2008) found that listeners
who learned sine-wave variants of native-language
speech sounds showed more activation in the left
superior temporal gyrus/sulcus after learning to perceive
these sounds as speech, and the degree of that acti-
vation was related to how categorically (or speech-like)
listeners perceived the sine-wave speech sounds. In a
non-native speech sound learning study, Golestani and
Zatorre (2004) found activation of the superior temporal
gyrus in response to non-native speech sounds after
training. Our results extend these previous findings to
suggest that individual differences in brain structure in

the left superior temporal gyrus predicts non-native
speech sound learning.

These findings should be interpreted with some
caution, however. The superior temporal gyrus is a
large region, and earlier studies have suggested that
different parts of it may be related to different functions.
For example, the posterior portion of the superior tem-
poral gyrus has been found to support categorical per-
ception of speech (Chang et al, 2010), while more
anterior portions are thought to underlie represen-
tations of semantic concepts (Ralph et al.,, 2010). The
relationship between structural measures of specific
subregions of the superior temporal gyrus and non-
native speech sound learning should be investigated
in future work.

Structure of the transverse temporal gyrus
predicts retention of non-native speech sounds

Over the long term, successful learning of non-native
speech sounds requires maintenance and retention of
these sound representation over time. For identification
data, surface area of the left transverse temporal gyrus
interacted with time, such that the relationship
between surface area and identification performance
was stronger at the immediate posttest than the next-
day posttest. This suggests that surface area of this
region is inversely related to overnight improvement
on the identification task. The direction of this relation-
ship was unexpected, and visual inspection of the
scatter plot in Figure 4A suggests the relationship may
be weak. If this relationship is real, we speculate that it
is related to the task demands. For example, the identifi-
cation task we used requires the listener to categorise
the sounds and match them with a picture. It is possible
that performance on this task relies less on sensory and
perceptual processes than a discrimination task does, in
which a listener has to compare subtle acoustic differ-
ences between tokens (e.g. Guenther et al,, 1999). The
transverse temporal gyri are often associated with the
processing of more fine-grained acoustic detail rather
than speech category-level information (e.g. Binder
et al.,, 2000; Okada et al., 2010). It is therefore possible
that the processing of fine-grained acoustic detail is
not as helpful in the long run for learning to identify
new speech categories, a situation where listeners ulti-
mately need to collapse many acoustic exemplars into
a single category. Finally, we did not have a pre-training
measure of identification (like we did with discrimi-
nation) because listeners cannot perform an identifi-
cation task without being familiarised with the sound-
word pairings beforehand. Therefore, we did not have
a contrast (i.e. posttest-pretest) to test for identification



improvement after training (learning). It is possible that
we would have seen similar brain-behaviour relation-
ships for identification learning as we saw for discrimi-
nation if we had a way to measure changes from
pretest to immediate posttest in the identification task.

We additionally tested whether gyrification of the
bilateral transverse temporal gyri predicted behavioural
measures of non-native discrimination or identification.
Based on previous findings (e.g. Golestani et al., 2006,
2011; Turker et al.,, 2017), we predicted that more gyrifi-
cation of the transverse temporal gyrus in either hemi-
sphere would predict better performance on non-
native speech measures. We first found that a partici-
pant’s local gyrification index was positively related to
overnight change in non-native discrimination perform-
ance, but we did not find any relationship between gyr-
ification and identification performance.

At first glance, the positive relationship between gyr-
ification and overnight improvement on the non-native
discrimination task seems intuitive; however, the reason
for this relationship was unexpected. Visual inspection of
the plotted data in Figure 7B suggests that gyrification
negatively predicted performance on the pretest and
immediate posttest, but by the next-day posttest, the
relationship was attenuated. This suggests that a
greater amount of gyrification in these regions predicted
poorer naive discrimination of the sounds, which does
not seem entirely consistent with prior studies
showing more instances of split or duplicate transverse
temporal gyri in expert phoneticians (Golestani et al.,
2011), faster learners of the Hindi dental/retroflex con-
trast (Golestani et al., 2006), or more accurate imitation
(production) of the Hindi dental/retroflex sounds
(Turker et al., 2017). Our findings seem to contradict pre-
vious findings; however, previous studies used different
tasks and measures of gyrification. Specifically, all three
of the previous studies discussed measured the actual
number of split or duplicate transverse temporal gyri,
and it is possible that the local gyrification index used
in the current study is capturing something different
than the morphological differences observed in previous
studies. Ultimately, future research will need to test
whether a larger local gyrification index is related to
split or duplicate gyri.

The current finding that transverse temporal gyrifica-
tion is related to overnight change in discrimination
could be indicative of different learning strategies
between good and poor perceivers. For example, the
good perceivers may have been able to rely on auditory
acuity throughout the entire training and testing
process, whereas poor perceivers may rely more on con-
solidation processes to catch up after a period of offline
consolidation. In other words, the good perceivers may
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have been able to rely on acoustic differences of the
stimuli both before and after training in order to dis-
criminate them, while the poor perceivers may have
tapped into category learning strategies which helped
them more after a period of offline consolidation. The
finding that surface area and volume of the left superior
temporal gyrus predicted learning is also consistent with
this interpretation, namely that perceptual regions play
a role early in speech sound learning. It is also possible
we are seeing hints of structural variation that has
been seen in phonological dyslexia as in the study by
Leonard et al. (2001). In that study, they found that
having multiple transverse temporal gyri was associated
with phonological dyslexia. Perhaps the relationship
between structural variation and discrimination per-
formance seen in the current study is related to subtle
differences in reading and language skills in typical lear-
ners. In the end, however, the relationship between gyr-
ification and non-native discrimination disappears after
a delay, so it seems that any early disadvantages associ-
ated with more gyrification in these areas were not long-
lasting.

Hippocampal volume and retention of non-
native sound contrasts

Prior work has raised the possibility that individual differ-
ences in non-native speech perception may be partially
attributable to individual differences in memory consoli-
dation of learned phonetic information (Earle et al,
2017). While we found that there was no significant
improvement on discrimination or identification of the
non-native speech sound contrast after an overnight
delay, when we added measurements of hippocampal
volume to a model predicting non-native discrimination
scores, we found that learners with average hippocam-
pal volume (at least in our sample) showed overnight
improvement. We additionally found that volume of
the right hippocampus positively predicted overnight
change in discrimination performance, which supports
the idea that domain-general memory consolidation
processes are at least partially involved in the learning
trajectory of non-native speech sounds. This is consist-
ent with some findings in the memory consolidation lit-
erature, in which a larger hippocampus is related to
better delayed or sometimes even immediate recall in
patients with Alzheimer’s disease (Kohler et al., 1998)
or healthy young adults (Pohlack et al.,, 2014; but see
Van Petten, 2004). Learning non-native speech sounds
is an interesting problem of learning and memory
because of the difficulty and large amount of individual
variability seen in adult learners. The current results
suggest that hippocampal volume may predict the
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degree to which a learner can take advantage of
memory consolidation processes, at least after a short
delay. Hippocampal volume has been found to predict
other types of learning, such as statistical learning in
children (Finn et al., 2019) and it has been found to
increase as a result of language learning (Bellander
et al, 2016; Martensson et al., 2012). Our findings
suggest that we may want to look to memory processes
in the future to explain individual differences in longer-
term outcomes of non-native speech sound learning.

Conclusions

The current study tested relationships between individual
variation in brain structure and non-native speech sound
learning and retention after an overnight, approximate
12-hour delay. Surface area and volume of the left
superior temporal gyrus positively predicted learning of
a non-native speech contrast as measured by a discrimi-
nation task, while surface area of the left transverse tem-
poral gyrus negatively predicted retention as measured
by an identification task. Volume of the right hippo-
campus positively predicted behavioural improvement
after the overnight interval on the discrimination task.
Writ large, these results underscore the importance of
two separate systems supporting non-native speech
sound learning, namely memory and perception. First,
the fact that variability in hippocampal volume predicts
learning suggests that domain-general memory processes
may partially account for individual differences in non-
native learning. From a practical perspective, second
language instructors may find that increasing the oppor-
tunities to practice and consolidate speech category infor-
mation over successive days may help this information be
better retained in memory. Second, the finding that
regions rather early in the neural processing hierarchy
(especially the transverse temporal and superior temporal
gyri) are predictive of learning suggests that individual
differences in early sensory/perceptual processes may
play a role in learning. What is less clear is whether
greater perceptual acuity (leading to finer-grained detec-
tion of acoustic differences between categories), or less
perceptual acuity (allowing listeners to ignore unimpor-
tant acoustic differences between categories) is the
more optimal pattern. Other work (e.g. McCandliss et al.,
2002), shows that learners may learn better when they
initially hear exaggerated acoustic differences between
speech categories. Ultimately, these patterns underscore
the importance of both perception and memory pro-
cesses for non-native speech sound learning and
suggest that individual differences in brain structure in
areas related to these processes predict learning and
retention of non-native speech sounds.

Notes

1. For linear mixed effects models, normality of the
residuals was verified by visually inspecting qq plots
using the ggnorm() function in R. Logistic regression
does not make this assumption, so this diagnostic was
not performed for those models.

2. We acknowledge that there are other regions of interest
that could have been selected based on the literature,
but out of concern for statistical power, we did not
want to have too many predictors in our models. We
ultimately chose the regions whose structure or function
had been shown in previous literature to be predictive
specifically of individual differences in non-native
speech sound learning, rather than just non-native
speech sound learning at the group level. The whole-
brain exploratory analysis addresses this limitation:
Any robust relationships between behaviour and brain
structures that were not included in the region of inter-
est analyses should be captured in the whole-brain
analysis.

3. We use the term deviation coding to describe sum
coding in the narrower sense that the factor levels are
coded as —.5 and .5 rather than —1 and 1. We find this
more intuitive to interpret for factors with two levels
because the coefficient represents the difference
between the two levels.
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